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The present work combines numerical and experimental efforts to investigate the effect of nanosecond pulsed

plasma discharges on the low-temperature oxidation of C2H4∕O2∕Armixtures under reduced pressure conditions.

The nonequilibrium plasma discharge is modeled using a one-dimensional framework, employing separate electron

and neutral gas temperatures, and using a detailed plasma and combustion chemical kinetic mechanism. Good

agreement is seen between the numerical and experimental results, and both results show that plasma enables low-

temperature C2H4 oxidation. Compared to zero-dimensional modeling, the one-dimensional modeling significantly

improvespredictions, probablybecause it produces amore completephysical description (including sheath formation

and accurate reduced electric field). Furthermore, the one- and zero-dimensionalmodels showvery different reaction

pathways, using the same chemical kinetic mechanism and thus suggest different interpretations of the experimental

results. Two kineticmechanisms (HP-Mech andUSCMech-II) are examined in this study. Themodeling results from

HP-Mech agree better with the experimental results than those of USC Mech-II because USC Mech-II does not

include theOH�C2H4 � CH2CH2OH reaction pathway. Themodel shows that 75–77% of the input pulse energy

is consumedduring the breakdownprocess in electron impact dissociation, excitation, and ionization reactions,which

efficiently produce reactive radical species, fuel fragments, and excited species. Themodeling results using HP-Mech

reveal that reactions betweenO�1D� and C2H4 generate 24% of OH, 19% of HCO, 60% of CH3, 63% of CH2, and

17% of CH2O. These in turn significantly enhance hydrocarbon oxidation, since 83% of CO comes from HCO and

53% of CO2 comes from CH2 under the present low-temperature environment and short time scale.

Nomenclature

E = electric field, V · cm−1

FEHD
i = electrohydrodynamic force per unit volume,

kg · cm−2 · s−1

G�t� = nondimensional heat transfer parameter
Je;s = wall boundary flux of electrons, cm−2 · s−1

Jk = flux of kth species, cm−2 · s−1

Jϵ = flux of electron energy, eV · cm−2 · s−1

Jϵ;s = wall boundary flux of electron energy, eV · cm−2 · s−1

J�;s = wall boundary flux of positive ions, cm−2 · s−1

J−;s = wall boundary flux of negative ions, cm−2 · s−1

J�;− = net positive and negative charge fluxes,
respectively, cm−2 · s−1

kd = thermal conductivity of quartz, W · m−1 · K−1

kgw = thermal conductivity of gas mixture at temperature
Tgw,W · m−1 · K−1

L = gap length, cm
ld = thickness of dielectric layer, cm
ne = electron density, cm−3

nk = number density of kth species, cm−3

ns = outward unit normal vector

nϵ = electron energy density, eV · cm−3

n�;− = sum of number densities of positive and negative ions,
respectively, cm−3

p = pressure, kg · cm−1 · s−1

_Qϵ = production rate of electron energy density,
eV · cm−3 · s−1

_QJH = energy release rate from Joule heating,
kg · cm−1 · s−3

qi = energy flux from heat conduction
and diffusion, kg · s−3

T = temperature, K

Tamb = ambient temperature, K
Tb = boundary temperature, K
Tgw = gas temperature at a distance Δx from solid wall, K
Tse = temperature of secondary electrons ejected

from electrode surface, eV
ui, uj = flow velocity components in ith and jth directions,

respectively, cm · s−1

Vapp = applied voltage, V
Vgap = gap voltage, V
γ = secondary electron emission coefficient for ions

colliding with electrode surface
ϵ = electric permittivity, F · cm−1

ϵd = dielectric constant
ϵe = electron energy, eV
ρ = density of plasma mixture, kg · cm−3

τij = viscous shear stress tensor, kg · cm−1 · s−2
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ϕ = electric potential, V
_ωk = production term of kth species, cm−3 · s−1

I. Introduction

OVER the past few years, nonequilibrium plasma discharges
have shown great potential to enhance and stabilize the

combustion process in internal combustion engines, gas turbines, and
scramjet engines [1–4]. Experiments have demonstrated that plasmas
can shorten ignition delay times [5–11], extend extinction limits
[12,13], improve flame stabilization [12,14], increase flame speed
[6,15], and suppress soot formation [15,16]. Unfortunately, most of
the studies mentioned focus on the phenomenological impacts of
plasma assisted combustion (PAC), and the underlying physical and
chemical mechanisms of plasma enhancement remain less
understood. In particular, it is still unclear which reaction pathways
are dominant and which reaction pathways may be missing. To
answer this question, a combination of experimental and numerical
efforts is required. Significant progress has been made in
investigating the underlying kinetic mechanisms of plasma assisted
combustion. For example, Sun et al. [17] integrated an in situ

nanosecond discharge with a counterflow burner to study the plasma
effects on a CH4-air diffusion flame. The in situ pulsed plasma
discharge was found to modify CH4 oxidation pathways through
atomic oxygen production. A new ignition/extinction curve without
hysteresis was achieved and resulted in improved flame stabilization
and a dramatic extension of the extinction limits.
The mechanism of plasma/combustion interaction is still,

however, not well understood, due to the complicated thermal,
kinetic, and transport coupling between plasma and combustion
kinetics typical of the experimental platforms used in PAC studies.
For example, the fuel jet in the crossflow studied by Kim et al. [18],
the supersonic reacting flow studied by Starikovskaia [10] and
Leonov et al. [11,19], and the swirling reacting flow studied by
Moeck et al. [14] have complex flow structures even without plasma.
It is extremely difficult to isolate and understand the underlying
kinetics responsible for plasma enhancement in such highly coupled
configurations. For this reason, a few configurations have been
designed to simplify or eliminate the hydrodynamic effects so that
PAC kinetic enhancement can be isolated from other effects.
Uddi et al. [20] conducted two photon absorption laser-induced

fluorescence measurements of atomic oxygen for air/fuel
nanosecond pulsed discharges in a rectangular quartz flow reactor.
The peak mole fraction of atomic oxygen in a stoichiometric
methane/air mixture was found to be approximately equal to that in
pure air, but the rate of decay was found to be faster due to fuel
oxidation. Discharge kinetic modeling calculations provided good
overall agreementwith all of the experimental data and suggested key
processes of atomic oxygen generation and decay.
Yin et al. [21] studied the ignition of mildly preheated (100–200°

C) H2∕air mixtures subjected to nanosecond pulsed discharges in a
quartz reactor. The number of pulses leading to ignition was found to
be inversely proportional to pressure but a weak function of the
mixture equivalence ratio. It was also found that the number of pulses
required for ignition was nonlinearly dependent on the pulsing
frequency. At a given temperature and pressure, there existed an
optimum repetition rate at which the number of pulses needed for
ignition reached a minimum. In the same plasma flow reactor setup,
Yin et al. [22] conducted OH density measurements in a decaying
plasma after a burst of nanosecond pulses in H2∕air, CH4∕air,
C2H4∕air, andC3H8∕airmixtures. It was observed that OH densities
are nearly independent of the equivalence ratio in theH2∕airmixture
but higher under lean conditions in CH4∕air, C2H4∕air, and
C3H8∕air mixtures. Similar studies were conducted by Mintusov
et al. [23] for ethylene �C2H4�∕air flows in the same reactor.
Lefkowitz et al. [24,25] conducted in situ measurements of

nanosecond pulsed plasma-activated C2H4∕Ar pyrolysis and
oxidation of C2H4∕O2∕Ar mixtures in a low-temperature flow
reactor. Midinfrared laser absorption spectroscopy was used to
measureC2H2,CH4, andH2O densities and was cross validated with
micro-gas-chromatography sampling. Simulations using a zero-

dimensional (0D) kinetic model were conducted using USCMech-II
[26] and HP-Mech [27,28] chemical reaction models to gain further
insight into the plasma activation process. Path flux analysis ofmethane
oxidation suggested that plasma-generated radicals create a low-
temperature oxidationpathwayviaRO2 chemistry,which is responsible
for the formation of oxygenated species. Large discrepancies were
observed between the measured and predictedH2O andCH4 densities,
suggesting large uncertainties in either the physicalmodel or the kinetic
model or both. In addition, ambiguities in the criteria for choosing the
values of reduced electric field (E/N) and electron density also
introduced significant uncertainties to the 0D modeling.
Although there have been a number of experimental studies, there

have been only a few detailed numerical studies of PAC. Numerical
simulation can be immensely helpful, in that it complements
experimental efforts and can provide significant insights into plasma
enhancement of the combustion process. The multiscale nature of
PAC, however, creates enormous challenges for conducting
comprehensive modeling studies. Consequently, several studies
have resorted to simplified 0D kinetic models in order to begin to
illuminate the plasma kinetic and thermal effects in fuel/air mixtures
[21,22,24,25,29]. In these simulations, the plasma discharge was
assumed to be uniform over the entire domain during each voltage
pulse. The reduced electric field and electron density values were
prespecified such that the coupled energy matched that of the
experiments. Modeling energy input channels for the plasma
discharge created difficulties, however, in the 0Dmodels. The model
did not consider sheath formation, which has a significant influence
on plasma properties. In addition, mass and thermal diffusion effects
were ignored.
Recently, Nagaraja et al. [7,30,31] andYang et al. [6,32] developed

a self-consistent, one-dimensional (1D) numerical framework to
simulate pulsed nanosecond discharges in fuel/air mixtures. The
model is capable of resolving the transient electric field during each
nanosecond discharge pulse as well as calculating the cumulative
effects of multiple pulses on fuel oxidation and combustion. The
model has been extensively validated with input energy, atomic
oxygen density, and gas temperature measurements of nanosecond
pulsed air discharges in plane-to-plane geometry [31]. The modeling
results also showed good agreement with OH density and ignition
delay measurements in H2∕air mixtures subjected to pulsed,
nanosecond discharges in a plasma flow reactor [7].
Despite the previously mentioned efforts, the effect of low-

temperature plasma on the ignition of hydrocarbon fuel/air mixtures
still presents significant uncertainties. There is a need to investigate
the plasma/combustion interaction mechanisms for hydrocarbon
fuels using advanced optical measurements and self-consistent
numerical simulations.
The present work combines experimental and numerical efforts to

investigate the effect of low-temperature, nonequilibrium plasma
discharges on the oxidation of C2H4∕O2∕Ar mixtures. A time-
accurate 1D model [7,31] is used to simulate the species and
temperature evolution across the discharge gap, and the results are
compared with the mid-IR speciation measurements in plasma-
activated ethylene oxidation reported by Lefkowitz et al. [25].
Detailed analysis is conducted to understand the various kinetic
pathways throughwhich the plasma-generated reactive species affect
the hydrocarbon fuel oxidation process.

II. Experimental Setup

A detailed discussion of the experimental platform can be found in
[25], and it is only briefly described here. The experiment was
conducted in a rectangular 152 × 45 × 14 mm3 quartz and Macor
flow reactor. Figure 1a shows a schematic of the reactor. The stainless
steel electrodes (2 × 45 × 45 mm3) are housed in the top and bottom
walls of the quartz section with a 1.6 mm dielectric barrier thickness,
along with a silicone rubber sheet of 0.8 mm thickness to prevent air
discharge on the surface of the electrodes. Plane-to-plane dielectric
barrier discharges were used to generate homogeneous plasma,
which justified the use of the 1D model. The applied high-voltage
pulse was 8.83 ns at full width at half maximum and 9.23 kV at the
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peak with a 30 kHz repetition frequency. Each experiment was
conducted using a burst of 150 pulses. Experiments were conducted
at a flow velocity of 0.4 m∕s, pressure of 60 torr, and an initial
temperature of 300 K. These low flow velocities allowed isolation of
the chemical and thermal coupling from convective transport
processes, offering better access to the underlying kinetic pathways,
and also assured a long lifetime of the gas molecules in the plasma
region relative to the duration of the plasma discharge.
Measurements of species and gas temperature were conducted

using tunable diode laser spectroscopy. An external cavity mode hop
free quantum cascade laser (Daulight Solutions) was coupled into a
24 pass miniature Herriott cell for a total path length of 1.08 m
through the plasma region. The absorption lines used for H2O and
temperature quantificationwere located at 1338.55 and 1339.15 cm−1,
the line for C2H2 quantification was at 1342.35 cm−1, and the line for
CH4 quantification was at 1341.32 cm−1. The uncertainties of the
measurements ofC2H2,CH4, and gas temperatures were at most 10%,
and that ofH2O was at most 20%. The gas temperature was calculated
by scanning over two different absorption lines of H2O at the same
delay after the pulse burst.

III. Theoretical Framework

A. Simulation Configuration

The geometry of the numerical model is shown in Fig. 1b. The
numerical model considers a particular cross-section of the flow
reactor, and the computational domain is 14 mm long from the left
electrode to the right electrode. The voltage pulses are applied at the
right electrode, and the left electrode is connected to the ground.

B. Governing Equations, and Initial/Boundary Conditions

The model contains the Poisson equation for electric potential, the
electron energy equation, and species continuity equations for all
charged and neutral species given by Eqs. (1–3), respectively,

∇ · �ϵ∇ϕ� � −e�n� − n− − ne� (1)

∂nϵ
∂t

� ∇ · Jϵ � _Qϵ (2)

∂nk
∂t

� ∇ · Jk � _ωk (3)

where the electron energy density nϵ is given by the product of the
electron density ne and electron energy ϵe. The transport of energy
and species is calculated by the drift (mobility-) diffusion model. The
reduced electric field (E/N) and energy input can then be calculated
rather than prespecified as in the 0D model [25].
The gas flow is modeled by solving the mass, momentum, and

total energy conservation equations simultaneously, as given by
Eqs. (4–6), respectively,

∂ρ
∂t

� ∂ρui
∂xi

� 0 (4)

∂ρui
∂t

� ∂�ρuiuj�
∂xj

� −
∂p
∂xi

� ∂τij
∂xj

� FEHD
i (5)

∂ρE
∂t

� ∂��ρE� p�ui�
∂xi

� −
∂qi
∂xi

� ∂�uiτij�
∂xj

� _QJH (6)

Unlike equilibrium plasma, which transfers electrical energy only
into sensible enthalpy, Joule heating in nonequilibrium plasma
transfers electrical energy into the total energy of the gas mixture.
This means that not all energy from Joule heating contributes to a gas
temperature rise. Heat release from chemical reactions is implicitly
included in the unsteady term of the total energy, with the form of
chemical energy converting to sensible enthalpy.
The simulations were conducted at pressure p � 60 torr, and

initial temperature T � 300 K to match the experiments [25]. The
initial mixture composition was C2H4∶Ar∶O2 � 0.062∶0.75∶0.18
in mole fractions.
The zero potential was set at the left boundary, and the gap voltage

Vgap was set at the right boundary. Vgap is obtained from the applied
voltage Vapp by using equation [33]

dVapp

dt
�

�
1� 2ld

ϵdL

�
dVgap

dt
−

2lde

ϵdϵ0L

ZL
0

�J� − J−� dx (7)

where the dielectric constant ϵd is 4.8 for quartz and 3.2 for silicone
rubber.
A zero flux wall boundary condition is used for neutral species.

The wall boundary fluxes for electrons, positive ions, negative ions,
and electron energy are given by Eqs. (8–11), respectively [34],

Je;s · ns �
1

4
ne

�������������
8kbTe

πme

s
� �a − 1�μeneE · ns − a

X
k

γJ�k;s · ns

(8)

J�;s · ns �
1

4
n�

�������������
8kbTg

πm�

s
� aμ�n�E · ns (9)

J−;s · ns �
1

4
n−

�������������
8kbTg

πm−

s
� �a − 1�μ−n−E · ns (10)

Jϵ;s · ns �
�
5

2
kbTe

��
1

4
ne

�������������
8kbTe

πme

s
� �a − 1�μeneE · ns

�

− a

�
5

2
kbTse

�X
k

γJ�k;s · ns (11)

Fig. 1 a) Schematic of the plane-to-plane plasma reactor [25].
b) Geometry of the simulation model.
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where the secondary electron emission coefficient γ is taken to be
0.05, following [34]. The temperature of secondary electrons ejected
from the electrode surface Tse is assumed to be 1 eV [34]. In Eqs. (8–
11), a � 1 if E · ns < 0, and a � 0 otherwise.
A zero flux boundary condition is also imposed for the mass and

momentum conservation equations. Analytic self-similar solutions
of transient temperature distribution in a semi-infinite solid with a
constant heat flux [35] are used as the boundary condition for the gas
temperature,

Tb � Tamb �G�t� × Tgw

1�G�t� ; G�t� � 4kgw
������������
αdt∕π

p
kdΔx

(12)

where the thermal conductivity of quartz kd is 1.4 W ⋅m−1 ⋅ K−1. In
practice, this boundary is closer to isothermal than adiabatic
conditions.

C. Fitting of Voltage Waveform

In the simulations, a Gaussian fit of the experimental high-voltage
pulse waveform is used, as shown in Fig. 2. Note that the curve fit
used in the present simulations uses only two voltage peaks, whereas
the measured waveform has additional smaller peaks. It is found that
the input energy coupled after the first two peaks of the voltage
waveform is negligible, so the latter peaks are neglected in the
simulation in order to improve computational efficiency. To tackle
the multiscale nature of the problem, adaptive time stepping is
implemented with small time steps (10−13 − 10−12 s) during each
voltage pulse and larger time steps (10−10 s) in the gap between two
consecutive pulses. More details about the numerical methods can be
found in the work by Nagaraja et al. [30,31] and Yang et al. [36].

D. Transport Coefficients of Electron and Rate Coefficients of Elec-
tron Impact Reactions

The electron reaction rate and transport coefficients are fitted as
functions of electron energy calculated by computer programBOLSIG
[37] and renewed at every time step via interpolation. The electron
impact dissociation, ionization, and excitation reaction rate constants
are also calculated using BOLSIG and expressed as functions of
electron energy. For this purpose, most of the impact cross-sections is
obtained from the LXCat databases [38–41]. The C2H4 excitation
cross-sections are estimated based on Janev and Reiter’s method [42].

E. C2H4∕O2∕Ar Plasma Chemistry Mechanism

The plasma combustion chemistry mechanism used in the present
work is a recently developed low-temperature (below 700–800 K)
plasma combustion mechanism (combining HP-Mech and an
associated plasma submechanism) [25]. A combination of USC
Mech-II [26] and the same plasma submechanism is also used [32],
for comparison, to examine the effect of kineticmechanisms. The rate
constants of reactions between an excited Ar atom (Ar�) and ground
state O2 molecules are taken from Sun et al. [43]. Previous studies

[44,45] showed that the dominant reaction pathway for atomic
oxygen generation is e� O2 � e� O� O�1D�, which means that
almost half of the atomic oxygen produced by plasma is O�1D�.
Table 1 lists the production reactions of O�1D� [44–46]. O�1D� can
subsequently react with O3 [45] (Table 2), be quenched [43,45,47]
(Table 3), or react with hydrocarbons [48–54] (Table 4). It was
previously believed that O�1D� reactions with hydrocarbons are not
significant, due to their fast quenching reactions with the diluent
gases [24,25], somost of the available plasma chemistrymechanisms
do not contain reactions betweenO�1D� and hydrocarbons. In typical
plasma-assisted combustion environments, however, the concen-
trations of hydrocarbons are high, and the rate of reactions between
O�1D� and hydrocarbons may not be negligible [29]. In this study,
reactions between O�1D� and hydrocarbons are added to the kinetic
mechanism (Table 4).

IV. Results and Discussion

A. Electrical Characteristics

Figure 3 shows the input energy per pulse as a function of pulse
number. During the early stages, a significant increase in the
ionization rate makes it easier to pump in energy, so the input energy
per pulse increases with pulse number. After approximately 50
pulses, the composition reaches quasi equilibrium, and the input
energy per pulse levels off at approximately 0.7 mJ.
Figure 4 illustrates the time variation of the reduced electric field

(E/N) at the center of the discharge gap and input energy during the
1st pulse (early stage) and the 50th pulse (quasi equilibrium),
respectively, as predicted by the present model. The E/N profile
shows a sharp increase at around 5–10 ns, reaching a peak value of
about 300 Td. At this juncture, electrical breakdown occurs in the
gap, and sheath formation shields the electric field from further
increases with applied voltage, as can also be observed from the gap
voltage shown in Fig. 2. As a consequence, the electric field rapidly
drops to zero. The high E/N values during the voltage pulse indicate
high electron energy fluxes and suggest that a significant fraction of
the input pulse energy is consumed in electron impact dissociation,
excitation, and ionization reactions [55]. This effect results in efficient
production of radical species such as O, H, and OH as well as fuel
fragments such as C2H3, C2H2, and CH4 and several excited states of
O, O2, and Ar, including O�1D; 1S�, O2�a1Δg; b

1Σ�
g ; c

1Σ−
u �), and

Ar�. For the first pulse, input energy during breakdown is 0.5 mJ, and
total input energy per pulse is 0.65 mJ. Thus, breakdown accounts for
77% of the total input energy, which is the same as in the hydrogen/air
plasma discharge simulation [31]. The majority of the remaining 23%
of input energy is added by the secondary spike of the voltage pulse.
For the 50th pulse, input energyduring breakdown is 0.525mJ, and the
total input energy per pulse increases to 0.7 mJ. Thus, breakdown
accounts for 75% of the total energy, and 25% of the input energy is
deposited by the secondary spike of the voltage pulse. In contrast, the
0D simulation [25] uses a squarewaveform for E/Nwith a 12 ns width
and 350 Td peak value. Neither the width nor the peak value is
accurate, and this contributes to the significant overprediction of the
gas temperature by the 0D model.
Figure 5a shows the electron number density at the center of the

domain as a function of time. Note that the fluctuations in Fig. 5a
come from the 150 high frequency periodical voltage pulses. The
peak electron number density is approximately 2 × 1012 cm−3 for all
pulses, which is of the same order as the hydrogen/air discharge
simulations [31], and efficiently produces radical species. Figure 5b
shows the spatial distribution of electron number density of the 1st,
15th, 50th, 100th, and 150th pulses. The electron profiles are flat with
a small gradient (variation between x � 0.2 cm and x � 1.2 cm is
within 25%), except for sharp spikes in the sheath layers. This
indicates uniform discharge in the bulk plasma region, which in turn
implies that the heat release and radical generation would also be
uniform in the bulk plasma region. The spatial data are collected only
at the end of each pulse, and the overlapping of curves of different
pulses in Fig. 5b indicates the periodic behavior of the electron number
density. The spatial data are collected after the negative secondary spike
in the voltage (see Fig. 2). Negative voltagemeans that the left electrodeFig. 2 Gaussian fit to experimental pulse waveform used in simulation.
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becomes the anode, which attracts more negative charges. For this
reason, the electron number density is higher near the left electrode than
near the right electrode.

B. Spatial Distribution

Figure 6 presents the spatial distribution of C2H2, CH4, H2O, and
gas temperature at the 1st, 15th, 50th, 100th, and 150th pulses. The
concentration profiles outside of the sheath regions are flat, so it is
reasonable to use the values at the center of the domain for comparison
with the average valuesmeasured in the experiment. These results also
confirm that relatively stable fuel fractions and product species
fractions are generated uniformly in the discharge volume, due to the
homogeneity of the plasma discharge. In the sheath regions, reactions
progress faster than in the bulk plasma, especially during the earlier
pulses, owing to the accumulation of high-energy electrons and ions,
resulting in large gradients in species concentrations. Gas temperature
rises uniformly, which means that the plasma discharge provides
essentially homogeneous heating for the gas mixture via both Joule

heating and heat release from reactions. This also justifies the

assumption of uniform temperature in the diode laser absorption. It can

also be observed that the boundary is very close to isothermal
conditions; this is due to the short time scales of the present study. The

local Joule heating rate is equal to the dot product of the local electric

field and the local charge flux. Simulation results indicate that if all of

the Joule heating becamedirect gas heating, the temperature risewould
be significant only inside the sheath layers because the electric field is

only significant there, and its energy input would quickly be lost to the

walls due to the quasi-isothermal boundary condition. In addition, even

if the wall were adiabatic, the heat conduction process would be too
slow to increase the gas temperature at the center of the reactor. Thus,

direct gas heating through electron/neutral species momentum transfer

collision is not the primary source of the temperature increase at the

center of the reactor; heat release from reactions is the primary source.
The 0Dmodel assumes that all Jouleheating is completely converted to

a temperature rise, and this contributes to the significant overprediction

of temperature by the 0D model [25].

Table 1 Production reactions of O�1D�
No. Reactions Reaction rate constant (cm3 ⋅mol−1 ⋅ s−1) Reference

1.a e� O2 � e� O� O�1D� f�E∕N� [44]
1.b e� O�

2 � O� O�1D� 1.62 × 1017 × �300∕Te�0.7 × 0.40 [45]
1.c O2�a1Δg� � O3 � O2 � O2 � O�1D� 3.13 × 1013 × exp�−2840∕Tgas� [45]
1.d O2�b1Σ�

g � � O � O2 � O�1D� 3.62 × 1013 × �Tgas�−0.1 × exp�−4200∕Tgas� [45]
1.e O�1S� � O � O�1D� � O 3.01 × 1013 × exp�−300∕Tgas� [46]
1.f O�1S� � O2 � O�1D� � O2 7.83 × 1011 × exp�−850∕Tgas� [46]
1.g O�1S� � O2�a1Δg� � O�1D� � O2�b1Σ�

g � 1.75 × 1013 [46]
1.h O�1S� � O3 � O2 � O� O�1D� 1.75 × 1014 [46]

Table 2 Reactions between O�1D� and O3

No. Reactions Reaction rate constant (cm3 ⋅mol−1 ⋅ s−1) Reference

2.a O�1D� � O3 � O2 � O� O 7.22 × 1013 [45]
2.b O�1D� � O3 � O2 � O2 7.22 × 1013 [45]

Table 3 Quenching reactions of O�1D�
No. Reactions Reaction rate constant (cm3 ⋅mol−1 ⋅ s−1) Reference

3.a O�1D� � O � O� O 4.82 × 1012 [45]
3.b O�1D� � O2 � O� O2 3.85 × 1012 × exp�67∕Tgas� [45]
3.c O�1D� � O2 � O� O2 (a

1Δg) 6.02 × 1011 [45]
3.d O�1D� � O2 � O� O2 (b

1Σ�
g ) 1.57 × 1013 × exp�67∕Tgas� [45]

3.e O�1D� � Ar � Ar� O 6.02 × 1010 [43]
3.f C2H6 � O�1D� � C2H6 � O 4.40 × 1014 [47]

Table 4 Reactions between O�1D� and hydrocarbons

No. Reactions Reaction rate constant (cm3 ⋅mol−1 ⋅ s−1) Reference

4.a O�1D� � H2 � H� OH 6.62 × 1013 [48]
4.b CH4 � O�1D� � CH3 � OH 6.80 × 1013 [49]
4.c CH4 � O�1D� � CH2O� H2 4.52 × 1012 [49]
4.d CH4 � O�1D� � CH3O� H 1.81 × 1013 [49]
4.e CH4 � O�1D� � CH3OH 2.99 × 1013 [54]
4.f C2H4 � O�1D� � C2H3 � OH 3.04 × 1013 [50,51]a

4.g C2H4 � O�1D� � CH3 � HCO 7.13 × 1013 [50,51]a

4.h C2H4 � O�1D� � CH2 � CH2O 3.04 × 1013 [50,51]a

4.j C2H6 � O�1D� � C2H5OH 5.99 × 1014 [54]
4.i C2H6 � O�1D� � C2H5 � OH 3.78 × 1014 [52]
4.k HO2 � O�1D� � OH� O2 4.00 × 1013 Estimatedb

4.l CO� O�1D� � CO2 4.81 × 1013 [53]

aThe sum of reaction rate constants of reactions 4.f–4.h is provided by Kajimoto and Fueno [50], and the

branching fraction for reaction 4.g was measured byMiyoshi et al. [51]. The branching fractions of reactions 4.f

and 4.h are assumed to be equal due to the lack of data.
bThe reaction rate constant of reaction 4.k is estimated to be the same as HO2 � O � OH� O2 due to the lack

of data.
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C. Comparison of 1D Model, 0D Model, and Experiment

The modeling results from the 1D and the 0D models [24,25],
using HP-Mech, are comparedwith the experimental data in Fig. 7. It
is observed that the trends of the numerical and experimental results
agree well, but for all quantities, the 1D model provides better
prediction than the 0D model. Both the H2O and the CH4

concentrations from the 1Dmodel fall within the uncertainty range of
the experimental measurements and are significantly closer to the
experimental results than those of the 0D model.
Since the HP-Mech plasma combustion chemistry mechanism is

employed in both the 1D and 0Dmodels, the observed discrepancies
in the results must originate from the differences in the physical
models (sheath formation and accurately calculated E/N) and the
reactions betweenO�1D� and hydrocarbons. TheC2H2 concentration
from the 1Dmodel is within a factor of 2 of the experimental data and
is 11% closer to experimental data than the 0D model. Compared to
the experimental data, the 1D model underpredicts the gas
temperature, while the 0D model overpredicts the gas temperature.
The discrepancies are both significant, but the 1Dmodel result is 10%
closer to experimental data. Actually, most energy is consumed in
either breaking the chemical bonds or depositing into excited states,
and direct gas heating is negligible at the center of the discharge gap
(see the previous sections). Judging by the measured H2O
concentration and the lack of CO2 in the steady-state measurements
[25], the heat release from chemical reactions (including the
recombination of radicals) and quenching of excited states with
neutrals (“fast gas heating effect” [56]) is not signifi-
cant enough to compensate, the input energy to break the chemical
bond or depositing into excited states. In the present low-temperature
environment, most reaction rates are not sensitive to temperature, and
the temperature deviation has a negligible effect on the prediction of
species evolution.

To demonstrate the difference between the 1D and 0D models,
Figs. 8 and 9 present the path flux analysis of C2H4 oxidation based
on carbon atoms at a 60 torr pressure and 300K initial temperature for
the 1D and 0Dmodels [25], respectively. In both Figs. 8 and 9, for any
species, if the inlet fluxes are much larger than the outlet fluxes, the
outlet pathways are not listed. For example, the Waddington
sequence [57] for the decomposition of O2C2H4OH is neglected in
the 1Dmodel also. In addition, consumption fluxes ofC2H4 with less
than 1% contribution are also not listed in the figures. It can be seen
from both Figs. 8 and 9 that plasma activates the pathways of C2H4

oxidation, which cannot occur without plasma. There are three
primary fuel consumption pathways: 1) a plasma-activated low-
temperature fuel oxidation pathway involvingO2 addition to the fuel
radicals, leading to C2H5O2 or O2C2H4OH; 2) direct fragmentation
pathways via collisional dissociation by electrons, ions, and
electronically excited molecules; and 3) a direct oxidation pathway
by plasma-generated radicals and excited molecules. In pathway 1,
the inlet flux ofC2H5O2 is much stronger than its outlet flux in the 1D
simulation, but a significant amount of C2H5O2 is converted into
C2H5O2H in the 0D simulation.O2C2H4OH is relatively stable in the
1D simulation but decomposes to two CH2O molecules and an OH
(the Waddington sequence [57]) in the 0D simulation. This may be
due to the significant overprediction of the gas temperature in the 0D
model. The Waddington sequence is the principal cause of the
formation of CH2O in the 0D simulation, while nearly ten other
reactions, with none dominant, contribute to the CH2O in the 1D
simulation. In the 0D simulation, pathway 1 is found to be dominant.
Pathway 2 dominates in the 1D simulation; 73% of the C2H4

consumption is due to pathway 2, primarily during the breakdown of
each pulse. In particular, about 48% of C2H4 is converted to C2H2

directly rather than through the pathway of C2H4 → C2H3 → C2H2

(which dominates in the absence of plasma discharge). This leads to
more C2H2 formation and accumulation than in the 0D model, as

Fig. 5 a) Electron number density at center of domain as function of
time. b) Spatial distribution of electron number density.

Fig. 3 Input energy per pulse as a function of pulse number.

Fig. 4 Time variation of reduced electric field (E/N) at center of
discharge gap and input energy during 1st pulse (early stage: dashed line)
and 50th pulse (quasi-equilibrium: solid line).
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shown in Fig. 7. In particular, 86%ofC2H2 is generated fromelectron

impact dissociation reactions, while its consumption is negligible,

even during the gap between pulses. Considering the factor of 2 error

in the C2H2 concentration, the reaction rates of these electron impact

dissociation reactions might still be too low. For the same reason,

about 15% of C2H4 is converted to C2H3 via an electron impact

dissociation reaction followed by β-scission,which contributes about
85% of the C2H3 formation. Significant amounts of H and OH are

also generated during the previously mentioned reactions. In

addition, electron impact reactions and Ar� charge exchange

reactions generate several new pathways: C2H4 can be ionized to

C2H
�
3 and C2H

�
2 , which will then recombine with O−

2 to C2H2 and

C2H3 respectively. In pathway 3, excited species like O�1D�
significantly enhance both H abstraction and dissociation reactions.

In particular, C2H4 � O�1D� � CH3 � HCO contributes 19% of
HCO and 60% of CH3. This in turn significantly enhances
hydrocarbon oxidation, since 83% of CO comes from HCO. In
addition, C2H3 is rapidly consumed to form CH2O, HCO, and CO
during the gap between two pulses. As a result, the C2H3

concentration oscillates rather than constantly increasing from one
pulse to the next pulse. Plasma discharge enables C2H4 oxidation
under low temperature by creating new pathways for the more
efficient oxidation of C2H4.

D. Comparison Between HP-Mech and USC Mech-II Predictions of
1D Model and Experiment

Use of an appropriate kinetic mechanism is another key
component in high-fidelity modeling of plasma-assisted oxidation

Fig. 6 Spatial distribution ofC2H2,CH4,H2O, and gas temperature. Blue solid line with circle: 1st pulse; green solid line: 15th pulse; red dashed line:

50th pulse; cyan dashed-dotted line: 100th pulse; magenta dotted line: 150th pulse.

Fig. 7 Comparison of 1Dmodel (solid line), 0Dmodel (dashed line), and experiment (circle) for the formation ofC2H2,CH4,H2O, and gas temperature.
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and combustion. Figure 10 shows a comparison of the HP-Mech and
USC Mech-II 1D numerical models with experimental data for the
formation of the major intermediate species, C2H2, CH4, major
productH2O, and gas temperature. It is observed that the trends of the
numerical and experimental results agree well. For both H2O and
CH4, HP-Mech provides better predictions than USC Mech-II. In
particular, H2O concentration from USC Mech-II is more than 25
times larger than the results of either HP-Mech or the experiment.
Furthermore, both H2O and CH4 concentrations from HP-Mech fall
into the uncertainty range of the experimental measurements. For
C2H2, there is no observable difference between the two
mechanisms, and both are within a factor of 2 of the experimental
data. Both simulations predict similarly low gas temperature
compared to the experimental data.
To further demonstrate the difference between HP-Mech and USC

Mech-II, the time evolution ofCH3 and OH is presented in Fig. 11. A
pathway comparison of the two mechanisms is presented in Fig. 12.
With USC Mech-II, both CH3 and OH increase to high quasi-
equilibrium concentrations during the plasma discharge, while they
oscillate at low concentrationswithHP-Mech. InUSCMech-II, more
than half of the CH3 consumption is from the CH3 � HO2 →
CH3O� OH pathway. In contrast, HP-Mech exclusively contains
the species CH3O2 and a notably faster pathway CH3 → CH3O2,
which contributes to 78% of the CH3 consumption. For this reason,
CH3 is rapidly consumed in HP-Mech during the gap between two

pulses and oscillates periodically from one pulse to the next.
Furthermore, USC Mech-II exclusively contains a relatively faster
pathway of C2H5 → CH3 � CH2O to generate more CH3, which is
replaced by C2H5 → C2H5O in HP-Mech. The C2H5 in C2H5 →
CH3 � CH2O primarily comes from the fast third-body reaction
C2H4 � H��M� � C2H5��M�. In contrast, in HP-Mech, CH3 is
primarily generated from two slower reactionsC2H4 � �O�1D�;O� �
CH3 � HCO, the contributions of which are small in USC Mech-II.
In summary, in USC Mech-II, CH3 has a faster production rate
through the C2H4 → C2H5 → CH3 � CH2O reaction pathway, and
slower consumption rate through CH3 � HO2 → CH3O� OH,
which results in its continuous increase. In HP-Mech, CH3 has a
slower generation rate, from C2H4 → CH3 � HCO, and a faster
destruction rate, from CH3 → CH3O2, which together result in its
oscillating behavior at low concentrations.
In USCMech-II, nearly half of theCH4 formation is from the high

level of CH3, mainly assisted by HO2. In contrast, this pathway only
contributes to 11% of theCH4 formation in HP-Mech, due to the low
concentration of CH3. In addition, the electron impact reaction
e� C2H4 � e� C� CH4 (see Fig. 8) contributes 82% of CH4 in
HP-Mech but only about half ofCH4 in USCMech-II. As a result, the
concentration ofCH4 in HP-Mech is lower than that in USCMech-II,
as shown in Fig. 10. Note that the 0D simulation [25] produces
completely different results: methane is underpredicted by USC
Mech-II and overpredicted by HP-Mech, probably due to the inaccu-

Fig. 8 Path flux analysis for hydrocarbon fuel oxidation based on carbon element at p � 60 torr pressure and T � 300 K initial temperature for 1D
model.

Fig. 9 Path flux analysis for hydrocarbon fuel oxidation based on carbon element at p � 60 torr pressure and T � 300 K initial temperature for 0D

model (from Lefkowitz et al. [25]).
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rate electron energy prediction in the 0D model and subsequent
competition from other reaction pathways. The consumption of CH4

shown in Fig. 8 is very weak, even during the gap between two
pulses, so it increases with the number of pulses for both kinetic
mechanisms.
Because of the high concentration of CH3, the rate of CH3 �

HO2 → CH3O� OH in USC Mech-II is much higher than the
corresponding reaction rate in HP-Mech, which generates much
more OH. More precisely, it constitutes 59% of OH generation in
USC Mech-II, such that OH increases to a high concentration quasi
equilibrium rather than oscillating periodically at low concentration.
In contrast, 63% of OH generation in HP-Mech relies on two
relatively slow reactions, CH2CHO� O2 � CO� CH2O� OH
and C2H4 � O�1D� � C2H3 � OH, the contributions of which are
minor in USC Mech-II. These reactions result in the periodic
behavior of OH at low concentration. In USCMech-II, 83% of OH is
converted toH2O, which contributes to 95%of theH2O formation. In
contrast, HP-Mech has a significantly lower OH level, and 90% of
OH is combined with C2H4 to form CH2CH2OH (collisionally
stabilized 2-hydroxyethyl radical) rather than H2O. CH2CH2OH
then combines with O2 to form O2C2H4OH. Both CH2CH2OH and
O2C2H4OH are relatively stable in the present low-temperature

environment within the time scales of interest, so very little dissocia-
tion and OH recovery occur. As a result, the H2O concentration in
HP-Mech is more than 25 times lower than that in USC Mech-II. In
contrast, even HP-Mech greatly overpredicts H2O concentration in
the 0D simulation [25] (see Fig. 7).
In summary, HP-Mech provides better predictions of species

concentrations than USC Mech-II for the present low-temperature
condition. For this reason, only HP-Mech is used in the remaining

sections of this work. In addition, the 1D simulation results suggest
that the large discrepancy between the 0D model [25] predictions
with HP-Mech and the experimental data is probably due to missing
physical structures (sheath formation and accurately calculated E/N)
rather than the inaccuracy of the kinetic model.

E. Time Evolution of Active Species

The previously mentioned results show that a significant fraction
of the input pulse energy is consumed in electron impact reactions,
which results in efficient production of radical species and several
excited states of O, O2, and Ar. These species are the primary source
of plasma-activated oxidation, so it is important to study their

evolution over time, and their reaction pathways.
Figure 13a shows the timevariation ofmole fractions of radicalsH,

O,OH, andHO2 at the center of the dischargegap. The time evolution

of H, O, and OH during the first pulse and first time period (between
the beginnings of the first and second pulses) is shown in Fig. 13b.
There is a sharp increase inmole fractions ofH,O, andOH in the time
interval of 7–13 ns, while HO2 only starts to increase gradually. The
sharp rise ofH andO is primarily due to fast electron impact reactions
with 58% of H generation coming from e� C2H4 �
e� �C2H3;C2H2 � H� � H and 72% of O generation from
e� O2 � e� O� O�1D�, which also generates equal amounts of
O�1D�. O increases before H does because of the higher
concentration ofO2 relative to C2H4. The rise of OH is later because
63% of OH generation comes from CH2CHO� O2 � CO�
CH2O� OH and C2H4 � O�1D� � C2H3 � OH, which rely on the
generation of CH2CHO from C2H4 � O � H� CH2CHO and
O�1D� from e� O2 � e� O� O�1D�. In the present low-pressure
environment, three-body recombination of H withO2 molecules only
contributes 3% of the HO2 formation, whereas 89% of the HO2

formation comes from HCO� O2 � CO� HO2. HO2 generation is
slower than H, O, and OH because of the slow HCO generation from

fuel pyrolysis/decomposition.HO2 accumulates continuously because
of the high level of oxygen and the continuous generation of HCO.

Fig. 10 Formation of C2H2, CH4, andH2O and gas temperature: HP-Mech (solid line), USC Mech-II (dashed line), and experiment (circle).

Fig. 11 Comparison of USCMech-II and HP-Mech: formation ofCH3

and OH at center of discharge gap.
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Also, HO2 is quasi-stable and reacts much slower than the other

radicals at these low temperatures (see Fig. 13). After 150 pulses, most

radicals are quenched to below 1 ppm, except HO2, which has a

relatively high concentration of 25.7 ppm.

Figure 14a illustrates the time evolution of the mole fractions of

excited Ar atoms (Ar�), excited atomic oxygen includingO�1D; 1S�,
and excited O2 including O2�a1Δg; b

1Σ�
g ; c

1Σ−
u � at the center of

the gap. Most of these excited species show a sharp increase during

the breakdown of each pulse, mainly due to electron impact

excitation reactions. After the sharp increase in the first pulse, the

O2�a1Δg; b
1Σ�

g � concentration is almost constant, until it increases

further during the breakdown of the next pulse because of the new

energy input.Ar�,O�1S�, and (O2�c1Σ−
u �) gradually dropuntil the next

pulse, primarily due to quenching reactions and converting pathways

of O�1S� → O�1D� and O2�c1Σ−
u � → O2�b1Σ�

g � → O2�a1Δg�.
O�1D� also gradually drops until the next pulse, primarily due to the

reactions with hydrocarbons listed in Table 4. The effects of O�1D�
reactions will be discussed in detail in Sec. IV.F. O�1S� has a much

smaller production rate than O�1D�, as shown in Fig. 14a, so its

reactions with hydrocarbons are not included in the present model.

Consequently, the consumption rate of O�1S� is slower than that of

O�1D� in themodel. Globally,O2�a1Δg; b
1Σ�

g � begins to accumulate,

while the concentrations of Ar�, O�1D1S�, and O2�c1Σ−
u � oscillate

Fig. 13 a) Time evolution of mole fractions of H, O, OH, and HO2

radicals at center of domain. b) Time evolution of H, O, and OH during
first discharge pulse and first time period (between the beginning of first
pulse and beginning of second pulse) at center of domain.

Fig. 14 a) Time evolution of mole fractions of excited O atoms: O�1D�,
O�1S�, and excited O2: O2�a1Δg�, O2�b1Σ�

g �, O2�c1Σ−
u �. b) Decay of

O2�a1Δg� and O2�b1Σ�
g � after 150 pulses.

Fig. 12 Comparison of USC Mech-II and HP-Mech via path flux analysis for related species at center of discharge gap.
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periodically. The concentration of O2(O2�a1Δg; b
1Σ�

g � is still high at
the end of 150 pulses. This is because 95% of the decay of O2�a1Δg�
and37%of that ofO2�b1Σ�

g � rely on the lowconcentration speciesO−
2 ,

O3, and C2H.
Figure 14b shows the decay of O2�a1Δg� and O2�b1Σ�

g � as
calculated by the 0D homogeneous reactor in CHEMKIN-PRO [58],
using the calculated composition and temperature of the gas mixture
at the center of the discharge gap after 150 pulses as the initial
conditions. The long characteristic decay times of O2�a1Δg� and
O2�b1Σ�

g � are 6.7 and 0.0329 s, respectively, at 60 torr. Such
characteristic decay times are too long for accurate 1D simulation, so
fast 0D simulation is adopted here to get an understanding of
approximately how long itwould take for these species to decay at the
present conditions and to justify the building up of these species in the
full 1D calculations. As there is no plasma discharge in this test, the
inaccuracies of the 0D model are not relevant here.

F. Significance of O�1D� Reacting with Hydrocarbons

Path flux analysis shows that only 19% of O�1D� quenches to O,

but 80% of O�1D� reacts with hydrocarbons. This result clearly

indicates that the dominant reaction pathways of O�1D� are the
reactions with hydrocarbons. Table 5 lists ten species of which the
mole fractions are more than 10 ppm and shows a significant
difference the between cases with (new) and without (old) the

reactions of O�1D� with hydrocarbons (Table 4) after 150 pulses.
Some transient species like OH, with very low final concentrations,
are not included in this table. (Note that all the other simulation results

presented here include reactions of O�1D� with hydrocarbons.)

About 24% of OH is generated from reaction C2H4 � O�1D� �
C2H3 � OH. As a result, H2O rises, primarily due to the
enhancement of two reactions �HO2;C2H4� � OH � �O2;C2H3� �
H2O for product generation. Concentrations of H2 and CO are high,

while that ofO�1D� is relatively low, soH2 andCOare almost unaffected

by these newly added reactions betweenO�1D� andhydrocarbons.As in
Fig. 8, 63% of CH2 and 17% of CH2O result directly from

C2H4 � O�1D� � CH2 � CH2O. This in turn contributes 53% of the
CO2 formation via CH2 � O2 � CO2 � �H� H;H2�.

V. Conclusions

Numerical and experimental efforts are combined to investigate
the effect of low-temperature, nanosecond pulsed, nonequilibrium
plasma discharges on the oxidation of C2H4∕O2∕Ar mixtures at
60 torr. A time-accurate one-dimensional (1D)model based on a two-
temperature frameworkwith a detailed chemistry/plasmamechanism
is used to simulate the species and temperature evolution across the
discharge gap. Simulation results from the 1D model are compared
with those from previous implementation of a zero-dimensional (0D)
model employing the same kinetic mechanism. It is shown that the
1Dmodel can predict the experimentsmuchmore accurately than the
0D model; the 1D model is necessary for the proper interpretation of
experimental results. The large discrepancy between the 0D
simulation predictions and the experimental data is due to the absence
of physical structures (sheath formation and accurately calculated E/
N) rather than any inaccuracy in the kinetic model. The modeling
results also show that direct gas heating is negligible outside of the
sheath region, for the short time duration of the experiments.
Plasma discharge is proven to be homogenous in terms of the

spatial distribution of both species and gas temperature, and this
justifies the use of the values at the center of the domain to represent

the average values measured in the experiment. It is found that the
trends of the numerical and experimental results agree well. In
particular, the numerical results for H2O, C2H2, and CH4 almost all
fall within the uncertainty of the experimental measurements. The
effect of the kinetic mechanism is investigated by running 1D simu-
lations employing two different chemical kinetic mechanisms, HP-
Mech and USC Mech II. HP-Mech provides significantly better
predictions of CH4 and H2O concentrations than USC Mech-II,
mainly because of the additional low-temperature C2H4 � OH �
CH2CH2OH reaction in HP-Mech.
About 75–77% of the input pulse energy is consumed in electron

impact dissociation, excitation, and ionization reactions. This results in
efficient production of radicals, fuel fragments, and excited species.
Generation of these reactive species is themajor enhancement pathway
of fuel oxidation. In particular, O and H are mainly generated by the
electron impact dissociation of oxygen and C2H4, respectively, while
63% of OH generation comes from CH2CHO� O2 � CO�
CH2O� OH andC2H4 � O�1D� � C2H3 � OH. Reactions directly
betweenO�1D� and hydrocarbons are proven to be very important and
must be included when hydrocarbon concentration is high. H2O and
CO2 formation are enhanced by the significant amount of OH
generated from reactions between O�1D� and hydrocarbons. Further-
more, O�1D� reacting with C2H4 contributes 19% of HCO, 60% of
CH3, 63% of CH2, and 17% of CH2O. These in turn significantly
enhance hydrocarbon oxidation, since 83% of CO comes from HCO
and 53% of CO2 comes from CH2.
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